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Content / Scope
SNAPSHOT OF SOME ONGOING WORK UNDER THE SIG UMBRELLA

• Treatment Effect Heterogeneity & Subgroup Consistency Assessment

- Recap: the typical statistical issues ...

• Some alternative approaches... 

- E.g., the graphical SEAMOS ... and tweaks of it. 

• But performance? Tweaks better? Or classical methods best?

- Some simulation results: work in progress
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Notorious subgroup problems in Pharma

• 1. Confirmatory testing of subgroups.

• 2. Consistency Assessment of treatment effects.

• 3. Selection of best (pre-specified) subgroup. 

• 4. Data-driven Discovery of ’best subgroup’ (ML/ Causal Inference)
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Exploratory, discovery:

Enhanced effect
somewhere?



Notorious subgroup problems in Pharma

• 1. Confirmatory testing of subgroups.

• 2. Consistency Assessment of treatment effects.

• 3. Selection of best (pre-specified) subgroup. 

• 4. Data-driven Discovery of ’best subgroup’ (ML/ Causal Inference)

‘Meaningful to talk about the overall effect across different sub-populations’?
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THIS TALK!

Exploratory but strict benefit-risk 
assessment, regulatory, labelling,

~ no excessive subgr. search pls
[see e.g., Koch & Framke 2014 for discussions]



Consistency Assessment is notoriously difficult ...

• Consistency yes =’ if subgroups look similar’... lacks consensus strict definition!

• Core assessment of pivotal trials, but lots of inherent issues:

• Done without type-1-error control...  Actually, not a testing problem

• ’lack of reject’ is not ‘evidence of homogeneity’

• Standard is Regulatory Review of a Forest Plot:

• biological plausibility, contextual knowledge. I.e., not merely an statistical inference.

• But interaction p-values are often computed ...

• The eye notes deviating point estimates ...

HOW MUCH DEVIATION FROM THE OVERALL IS EXPECTED?
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Any statistician knows this: inherent issues .... 
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Simulation with E[subgroups] = constant.                         Two replicates



Recap: construction of a FOREST plots

Let x1, ..., xp be subgroup factors. Standard practice: one model per factor.

E.g., for xj=GENDER, estimate ’male’ and ’female’ from a model in the style of (1) or (2) 

(1) 

(2)

Gives: point est., CI & interaction (xj*TRT) p-value
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(Notation ’GLM’ here: refers to ’some appropriate model for your endpoint’, 
e.g., could be Cox prop haz, NegBin.  More later on this).



The debates go on – a shapshot of issues/views/ideas
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Panel debate at recent DIA/FDA Biostat. Industry and Regulatory Forum, [Rothmann et. al 2020]
- ’we can do more and better’,   ’role of prior evidence?’ 
- ’what is a good estimate for a 65-year, bald, Caucasian-American , male, patient?’ 

Novel definitions of consistency... [Kent et. al], Japanese guidelines, Djapan > π*Dall

Heterogeneity Cochran Q, I^2; Equivalence Testing of trt effects; [e.g., Wellek, Koch & Framke]

Worst/best subgroup: Bootstrap Bias reduction [Rozenkranz] / Model-averaging shrinkage [Bornkamp et. al]

New effective graphical ideas ... [Muysers et. al, Ballarini et. al]

“Always do [disciplined] subgroup identification” !!! (e.g., Tree-based/ML ITE-approaches) [Ruberg in Rothmann 2021]

Shrinkage? ‘perhaps helpful’  [Alosh], [Rothmann et. al], [Jones et. al],  [Varadhan et. al]

Type II error rate more important than Type I? [Koch Schwartz], [Koch Hemmings]

Difficulties due to confounding (overlap) [Varadhan et. al]

’The hardest problem there is’, [Ruberg 2021]

’Avoid dichotomization’, ’a very bad idea’, .... [Keene; Altman; Royston et. al, & many others]



General consensus? Well, use ’holistic’ assessments ... 

EMA 2014/2019: Discuss potential subgroups at design stage, Pre-specify 3 tiers & discuss
biol. plausibility of results; use Forest plots (=avoid presenting isolated subgr. results).  
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Recommended e.g., graphical & SEAMOS (+ some other methods)
- e.g., ’assumption-free’, handles overlaps, all endpoints ... appeared useful

- But performance of SEAMOS not yet entirely understood? (Beyond linear case?)
- EFSPI SIG ongoing work (Dane A., et. al.) 
- PSI O’Kelly M. 2020: preliminary simulations  presented (linear case): ‘be careful’



This talk: focusing on SEAMOS vs Classical methods

• Private communication under the EFSPI umbrella after M. O’Kelly’s PSI talk 2020 led us
to more investigations ...

• e.g., what happens beyond the linear case

• The intention of this talk is to tell that story, rather than put forward a single method

• Evidence-based: ’What do we see’ - at this time - regarding performance?
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How SEAMOS works:

Imagine the trial re-run under NULL e.g., 1000 times:

• NULL: no true differential effects

Would give 1000 new Forest plots. 

• Then: how extreme results by chance?

But how simulate under NULL? 

13

Illustration from O’Kelly [PSI2020]

SEAMOS permutes subgr. allocations. 

• 1 full permutation of rows = 1 NULL data set

• Redo Forest analysis, & track extreme subgroups 



Original SEAMOS idea: track deviations from overall

What is being tracked? Almost the yellow:

Actually this one: 

zk=

k enumerates the subgroups,  and         = SE(subrgk)

(e.g., k=1,...,20 if ten binary x). 

Note: other scores don’t fit the purpose:

Usual z-scores don’t capture deviation from overall..

E.g.,                             doesn’t punish small subgroups. (=too much attention to artefacts, see yellow)
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SEAMOS (cont)

You can order your observed

In each permutation, do the same:

- get 1000 new such ordered vectors under NULL

- graph this in Forest style:
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Extract 10th and 90th percentiles from it and add 
as vertical reference lines in the plot
(example from Pharm.Stat. vol 18, issue 2, 2018, Dane et. al.)

If permuted values tend to be ‘nicer’ than your observed values, then evidence of H.T.E.



Note: SEAMOS is primarily a ’graphical aid’ 

• The EFSPI SEAMOS is a graphical method (’aiding the Eye’) 

- but a natural question must be: ’is it any good’?

In principle, it is conveivable to plot data ’nicely but lacking good theoretical properties’.

- Type 1 error: how often will it make us think ’there is something’?

- Power: if true H.T.E. present, ’will it discover it’?
(HTE= Heterogeneous Treatment Effects)

In the lack of formal proofs, simulations are needed. (Formal proofs? Ongoing research)

• And it is NOT apriori obvious that SEAMOS should be ok – see next slides.
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Presence of prognostic effects? Be careful.

SEAMOS takes out both prognostic and predictive effects.  Does it matter?

- (Permuting rows of X? e.g., see [Foster et. al]).

Generally, be careful with prognostic variables: for some endpoints, the trt estimates
become biased (!) if the model is ignoring a truly prognostic variable

• [papers by GAIL, Hauck]. Also tendency in ML to go wrong on prognostic effects [Sechidis et. al].

Foster et. al. discussed linear case: various ways of permuting to ’make g()=constant’

• for model with TRT=rand.trt,  x covariates, and P(TRT=1)=π

• TAKEAWAY MESSAGE: quite complex, and e.g., permute(TRT) is too simplistic. 
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Co-authors had similar ideas: keep prognostic terms useful?

• Idea: rather than simulate NULL data, can we instead ”NULLIFY the analysis”? 

THINKING: 

• Generally hard to generate NULL data (= keeping marginal properties, correlations, 

overall effect, prognostic effects – but removing covariate-trt-interactions)

• Already complex in linear case (see Foster et all). 

What if the interaction term instead is permuted (when ’making the Forest plot’)?

(zj = permuted version of subgr. factor xj)
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We explored via simulations – and beyond linear case.

We looked at rejection rates (10% nominal level): observed > perm.based_critical.value

(percentile of permutation-based NULL reference distribution).

Endpoints: linear, binary, counts

Notation:

• SEAMOS1 = the standard ’EFSPI SEAMOS’ (”NULLIFYING the data”: X-matrix permuted)

• SEAMOS2 = our tweaked with progn. effects (”NULLIFYING the cov-trt-interactions”)

• ZEAMOS2 = another tweak, SEAMOS2 but tracking ’full body of deviation’ 

• GIT = classical Global Interaction Test (=LR test, inclusion of interation-terms add value?)

• Bonferroni {Subgr.factor-specific p-values} 
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However, highs and lows discovered: (1)

You think it is trivial to set up simulations for this? Think again. 

Inflation of classical methods noted (!) in count setting (poisson regression): 

• if simulate e.g. ’age’, ’bmi’, ’eos’, continously, and link as  

• Then mimicing standard practice, dichotomization per protocol, Forest plot, etc. 

- But this inflates GIT! 

GIT(continuous x) = 10% rej. rate, GIT(dich. x) > 10%  (e.g., 29% in one example)
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However, highs and lows discovered: (2)

So we simulated links directly in terms of the dichotomized x:  

~ a + b1*age.group + b2*bmi.group ... 

So, is everything fine now?

No: we noted BONFERONI suprising high POWER (the Y=count case again): due to

• T1E INFLATION of subgr.specific models of this kind:

• So ’all-main-effect-models’ were needed: 
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Obvious, but still: 

Don’t embark on comparing POWER without first making sure NO INFLATION...

Actually still non-trivial: (despite link in terms of dich. x)...

BINARY CASE: GIT still inflated (quite a lot) when simulating moderate-sized trials

• type-1-error rate inflation  - now due to issues with asymptotics.

(And care if using R lrtest() with glm(, family=gaussian) – doesn’t render F test – inflation!) 
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SEAMOS inflation unless:

We soon noted that EFSPI version of SEAMOS relied on ’all main effects’ models for good
reasons:

• INFLATION if overall estimated without ’all main effects’ (linear case)

Also, practical discoveries: 

SEAMOS has long run times, so fewer permutations were considered: 

• but, empirically, spurious results with fewer permutations (nperm=100)

• We noted that nperm ≥ 1000 needed for stability.  (Of course, it depends ....!)
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Simulations displayed here:

Resampling from data set ACTG175 (RCT, in R package ’speff2trial’) [Credit to J. Bartlett for idea]

Gave RCTs with total n=400, p=10 subgroup factors

• typically many prognostic effects present, 

• sometimes with differential effects (ANTINULL), sometimes without (NULL)

In particular: varying b1 and b2 in LINK=

(NULL iff b1=0 and b2=0).
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(Y=continuous)
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# key info

trial size = 400, resampling RCT. 

10 truly prognostic x,  2 predictive:

x4 & x7 (pred. strength = b1, b2)

Positive corr between x4 and x7

lin. model

NULL (t1-error)



(Y=binary)
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log.regr model

# key info

trial size = 400, resampling RCT. 

10 truly prognostic x,  2 predictive:

x4 & x7 (pred. strength = b1, b2)

Positive corr between x4 and x7

NULL (t1-error)



(Y=count)

27

NULL (t1-error)

poisson-regr model

# key info

trial size = 400, resampling RCT. 

10 truly prognostic x,  2 predictive:

x4 & x7 (pred. strength = b1, b2)

Positive corr between x4 and x7



CONCLUSIONS

• Ongoing research – snapshot of what the SIG does

• Too early for firm conclusions regarding SEAMOS:es. (JURY IS STILL OUT)

• Be careful with permutation methods – tricky animals!

• Dichotomization is here to stay – but it is bad in many ways (statistically speaking)
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Some further simulation results
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Again simulation via resampling and 
relying on the link expression below
(red), but this time with stronger

prognostic effects

(all main effects were 0.25).

Examplifies that for some

settings, the upgraded SEAMOS

(”s2”) did perform well?



Some further simulation results (2)
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Again simulation via resampling and 
relying on the link expression below
(red), but this time with stronger

prognostic effects

(all main effects were 0.25).

Examplifies that for some

settings, the upgraded SEAMOS

(with main effects & nullifying the interaction terms)

did perform well.
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